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Abstract. The 2018 Business Process Intelligence Challenge is centered on un-
derstanding and analyzing the core process behind the direct payments program 
of the European Agricultural Guarantee Fund. We analyzed the data provided by 
process owners using a variety of process mining and analytical tools. In this 
report, we outline our understanding of the data and the process, present findings 
from the exploratory analysis of the event log data, answer specific business 
questions posed by the process owners, and recommend further analysis, wher-
ever applicable. We also discuss some limitations of working with such data in 
absence of additional applicant specific data and a deeper understanding of the 
underlying business context. 
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1 Introduction 

Like the previous editions, the 2018 BPI Challenge provides a unique opportunity to 
analyze a real-world business process based on event log data, using a combination of 
commercial and open-source tools, to generate process related insights that can be used 
to drive better business outcomes.  

 
This year, we are asked to analyze the process for handling of applications for European 
Union direct payments for German farmers from the European Agricultural Guarantee 
Fund [3]. Direct payments are a key element of the common agricultural policy (CAP) 
of EU that provides income support for farmers and promotes competitiveness, sustain-
ability and environmentally-friendly farming practices. Direct payments benefit nearly 
7 million farms throughout the European Union and often represent an important share 
of their agricultural income [1-2]. 
 
1.1 Approach and Scope 

The challenge encourages participants to draw relevant process related insights that can 
be useful for the purposes of a real-life business improvement setting [3]. More 
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specifically, the process owners have formulated four business questions on the data 
and the participants are expected to solve one or more amongst them. 
 
Keeping the overall objectives in mind, we analyzed the data in detail and across mul-
tiple dimensions. In doing so, we used a combination of process mining and advanced 
statistical techniques, leveraging commercial and open-source tools. Our overall ap-
proach has been summarized below: 

 Develop thorough understanding of the provided event log data 
 Understand the underlying business process, based on process discovery through 

process mining tools and reading documents available on EU website [2] 
 Study the process maps to identify key phases of the process 
 Conduct exploratory analysis to gain a deeper understanding of the process and 

to assess process performance 
 Perform detailed analyses and develop relevant statistical models (where applica-

ble) to answer the four business questions put forward by the process owners and 
suggest further analysis, as appropriate 

 
Based on the guidelines mentioned for submissions under the professional category [3], 
we have attempted to answer each of the four questions posed by the process owners. 

2 Data Overview 

The data for BPI Challenge 2018 has been provided by the German company “data 
experts”, located in Neubrandenburg [4]. The overall event log contains data for 43,809 
direct payments applications over a period of three years from 2015 to 2017. The data 
consists of 2,514,266 events for these 43,809 applications. These events represent a 
combination of manual and automatic work steps performed, starting with receiving the 
application and, if all goes well, finishing with the authorization of a payment. The 
applications go through several process steps that establish the eligibility for direct pay-
ments and the amounts to be paid. During this process, some applications are reopened, 
either by the department (subprocess “Change”) or due to a legal objection by the ap-
plicant (subprocess “Objection”), while some other go through inspections [3]. 
 
The process flow is organized by document types (refer Table 1), where each document 
type has a state (Sub Process) that allows for certain actions (Activity). 
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Table 1. Description of document types 

 

In addition to the overall event log, we were also provided individual sub logs for each 
of the document type. The sub logs for each document type contain records from the 
overall event log filtered for a given document type. 

3 Process Understanding 

3.1 Data Pre-Processing 

The overall event log provided has well-defined columns to aid process discovery. But, 
to visualize the process in different ways, we processed the data further to create custom 
event logs tailored to specific objectives, as mentioned below: 

1.  Develop a bird’s eye view of the process: Understand the process flow of the 
applications in terms of the most high-level dimension, i.e., document types 

2. Develop a detailed view of the process: Leverage the combination of document 
type, subprocess, and activity to understand the process flow at the most granular 
level 

Accordingly, the pre-processing done to create these custom event logs has been de-
scribed below: 

 Fix potential data errors: A total of 6 applications had timestamp originating in 
2014. Considering these values to be error, we replaced the year part of the 
timestamp to 2015. 

 Create the most granular event description: Each event in the log is defined as 
a combination of the document type, the subprocess, and the activity within the 
subprocess. Hence, we created a new event column that is a concatenation of the 
three to visualize the overall process. 

 Rename document types: To compare process flow across years, we renamed 
“Parcel document” and “Department control parcels” to “Geo parcel document”. 
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 Create an event log at document type: To simplify process visualization and 
capture just the flow among documents, we collapsed the overall event log data 
by combining the successive occurrences of a given document type into one pro-
cess step and creating a corresponding start and end time stamp, as illustrated in 
Fig. 1 below. The resultant data had 623,777 records. We further use this dataset 
to create features such as time spent in a given document type, total waiting time 
between document types, etc. for predictive modeling, which we will cover in 
greater detail in section 6.1. 

    

Fig. 1. Comparison of original and transformed sample records for application id: 
6ded91cacb8fd9fc 

3.2 Process Overview 

Using Celonis, we discovered the overall process flow for all the applications across 
years, post the renaming of appropriate document types, as described in section 3.1 
above.  

 

Fig. 2. Overall process flow 

Given the fact that different process functions can be included within the same docu-
ment type, the process flow in Fig. 2 may be misleading. For instance, the document 
type “Payment application” includes work flow steps - ‘application for payment’, ‘fi-
nalization of decision’, ‘processing of payment’, and ‘reopening of an application’ -
because of which majority of the applications begin and end with the document type 
“Payment application” in Fig. 2 above. To overcome this problem, we mapped the 

15,259 | 1 

Activity Metrics: Number of applica-
tions | Median process time 

Connection Metrics: Number of appli-
cations | Median wait time (days) 
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granular “doctype-subprocess-activity” level events into high-level work flow steps (re-
fer Table 2). 

Table 2. High-level work flow steps for each doctype-subprocess-activity 

 

The resultant data was collapsed using the same approach described in section 3.1 and 
illustrated in Fig. 1. The process flow thus obtained has been shown in Fig. 3. 

 

Fig. 3. Process flow with high-level work flow steps 

 

Activity Metrics: Number of applica-
tions | Median process time 

Connection Metrics: Number of appli-
cations | Median wait time (days) 
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Also, corresponding to this process, we created a generalized work flow as depicted in 
Fig. 4. 

 

Fig. 4. Generalized work flow 

For all three years, the process starts with the application for payment by an applicant. 
A significant proportion of the total time in an application is spent in the parcels vali-
dation process which includes recording the parcel details, validating the parcel infor-
mation, and updating the result of the verification in appropriate document type (refer 
Fig. 5 below). During the parcel validation process, a few applications may also be 
selected for inspection. Compared to that in 2016 and 2017, the validation step is fol-
lowed by a slightly different process in 2015. In 2015, the first year of implementation 
of the basic payment scheme, eligible farmers were allocated payment entitlements [1]. 
Therefore, in 2015, the validation step is followed by the calculation of entitlement and 
then by the decision finalization and the actual payment process step. Whereas, in most 
of the applications, the validation step is directly followed by the decision finalization 
and the payment process step in 2016 and 2017. Also, the processing of the payments 
takes around 505 hours, i.e., 21 days, as can be seen in Fig. 3 above. 
 
Some applications may also be reopened, either by the department or due to a legal 
objection by the applicant, represented by “Reopen: Change / Objection” in Fig. 4 
above. 

 

Fig. 5. Distribution of service and wait time across work flow steps 
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4 Exploratory Data Analysis 

4.1 Distribution of Applications 

Under the Basic Payment Scheme (BPS) that came into effect in 2015, farmers were 
allocated payment entitlements in the first year of application and the entitlements are 
subsequently activated each year by the farmers [5]. We studied the volume of applica-
tions received each year and found it to be relatively constant, as shown in Table 3 
below. 

Table 3. Volume of applications by year 

 

Also, to validate our assumption that the mix of applicants across years is consistent, 
we calculated the graph below that shows the number of new applicants each year and 
the number of applicants that reapply in subsequent years. As observed in Fig. 6 below, 
94% and 91% of all the applicants of 2015 reapply in 2016 and 2017 respectively and 
93% of new applicants of 2016 reapply in 2017. 

 

Fig. 6. Distribution of applicants by year of first application 

Furthermore, we observe that most of the applications are initiated in the months of 
April and May each year. In 2015 and 2016, the number of applications initiated in May 
are more than the number of applications initiated in April, but it is not so for 2017. 
 

 

Fig. 7. Distribution of applications by application month  
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4.2 Distribution of Applications Across Departments 

To evaluate the distribution of applications across departments, we calculated the table 
below that shows the proportion of applications that are processed by each department 
within a year. 

Table 4. Distribution of applications across departments 

 

As can be seen in Table 4 above, each department processes the same proportion of 
overall applications every year. Also, department “d4” processes far fewer applications 
each year compared to other departments. 

4.3 Overall Duration of Applications 

We next sought to determine the time it takes to complete the processing of the appli-
cations in different years. In the absence of any specific activities that define end of an 
application, we calculated the throughput time as the time difference between the first 
and the last activity of each application. 

As the event data is available until 19th January 2018, we have different lengths of his-
tory available for applications filed in different years. For example, for applications that 
were filed in April 2017, approximately 9 months of event history is available. 
Whereas, for applications filed in April 2015, we have event history for over 2 years 
and 9 months. And some of the applications from 2015 do indeed have activities oc-
curring as late as January 2018. Having said that, applications from 2015 seem to be 
most complete with only 2.8% applications having process activities during the last 3 
months of the given data (“Active” applications) (refer Table 5). 

Table 5. Distribution of “Active” applications 

 

This difference in length of history of event log and lack of a clear indication that the 
application is permanently “closed”, makes it difficult to compare the overall turna-
round time across years, especially with 2017.  
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As illustrated in Fig. 8 below, approximately 46% and 12% of applications in 2015 
have a throughput time of more than 12 months and 24 months respectively. However, 
only 16% of applications in 2016 have a throughput time of more than 12 months. This 
has resulted in the reduction of median throughput time from 448 days in 2015 to 256 
days in 2016.  
 

 

Fig. 8. Distribution of throughput time across years 

4.4 Studying the Input Effort Across Years 

We calculated the distribution of applications across different buckets of the number of 
activities for each year, given that the number of activities in an application is usually 
a good measurement of the effort spent on that application.  
 

 

Fig. 9. Distribution of number of activities by year 

As can be seen in Fig. 9 above, most of the applications see 40 to 50 activities during 
their processing. The applications in 2015 and 2016 take an average of 61 and 52 ac-
tivities respectively. However, since all the applications of 2017 (refer Table 5) are still 
active, it would be premature to make any comparisons of the effort that goes into 2017 
applications with those of 2015 and 2016. 

4.5 Distribution of Penalties  

As described on the homepage of the BPI Challenge 2018 [3], applicants may not re-
ceive the total amount that is applied for because of certain penalties. The penalties may 
be applied for various reasons, such as mismatch in the information provided regarding 
the size of the farmland, violation of cross-compliance rules, or non-compliance with 
the requirements of greening or young farmer clauses. To understand the nature and the 
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quantum of these penalties, we studied the distribution of different penalties across 
years. 

Table 6. Distribution of different penalty types across years 

 

As can be seen in Table 6 above, in total, there are 30 different penalty types, out of 
which 12 penalties are tagged as severe by the process owners. It is interesting to note 
that some of the most frequently occurring severe penalties of 2015 do not occur in 
2016 and 2017, whereas the commonly occurring severe penalties of 2016 and 2017 do 
not occur in 2015, although the same cannot be said for non-severe penalties. 

We also observe (refer Table 6 above) that 64% of all applications in 2015 had at least 
one penalty, whereas only 23% and 20% of applications in 2016 and 2017 respectively 
had so. 

4.6 Summary 

Overall, findings from the exploratory analysis seem to indicate that the process has 
gotten more effective and streamlined over the years. 
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5 Limitations 

Understanding the direct payments process highlighted in this challenge and answering 
the corresponding business questions posed by the process owners requires a deep un-
derstanding of each step of the overall work flow. We have highlighted below the major 
challenges that we faced during our analysis: 

1. Data and business understanding limitation: We do not have all the data 
about applications nor do we have a detailed understanding of the business 
rules and logic behind these payments. The process is also known in abstract, 
further details about what happens in each document type would aid in devel-
oping more complete solutions. 

2. Complete process lifecycle is available only for one year: As discussed in 
section 4.3 above, only applications of 2015 seem to have completed their en-
tire process lifecycle. For a process that is relatively new [1] and unstable, it 
is premature to draw concrete conclusions based on just one year of process 
data. 

6 Responses to Questions 

6.1 Q1: Undesired Outcomes  

Problem Statement 

The process owners have described two “undesired outcomes” that can occur in pro-
cessing these applications: 

 Undesired outcome 1 (UD1): the payment is late  
 Undesired outcome 2 (UD2): the application needs to be reopened 

The process owners would like to detect such applications as early as possible, ideally, 
before a decision is made for an application.   

Approach 

We began our analysis by first developing clear rules for identifying undesired outcome 
and then tagged each application that experienced one or both of these outcomes. We 
then quantified the magnitude of the problem and created a predictive modeling frame-
work to detect applications that experience such outcomes, as early as possible in the 
process lifecycle. 

Identifying Applications with Undesired Outcomes 

i. Undesired Outcome 1: late payments 

As per process owners, a payment can be considered timely, if there has been a “begin 
payment” activity by the end of the year that was not eventually followed by “abort 
payment”. We test for this by checking if the last ‘begin payment’ associated with the 
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subprocess ‘Application’ occurs before the end of the year and is not eventually fol-
lowed by an ‘abort payment’. Applications meeting this criterion are tagged as those 
with timely payment and all the other applications are tagged as the ones which had a 
late payment (UD1). Table 7 below shows incidence of late payments by year of appli-
cation.  

Table 7. Number of applications with undesired outcome 1: Late payment 

 
 
ii. Undesired Outcome 2: the application needs to be reopened 

Applications can be reopened either by department (subprocess ‘Change’) or due to a 
legal objection by applicant (subprocess ‘Objection’). We identified applications that 
needed to be reopened based on occurrence of activities under the subprocesses 
‘Change’ or ‘Objection’ and tagged them as ones which had this undesired outcome 
(UD2). Table 8 below shows incidence rate of this outcome by application year. It also 
shows median time to start of reopening of the application from time of the application 
start.  

Table 8. Number of applications with undesired outcome 2: Reopened applications 

 

The event rate (UD2) decreases as we go from 2015 to 2017. As discussed in section 
4.3, we have varying lengths of application history available for these three years. As 
such, for applications starting in 2016 and 2017, we may still see more applications 
reopen as time goes by, more so for 2017. Based on this, we decided not to use data for 
2017 applications in developing a model for predicting this specific undesired outcome.  

Predictive Modeling- Detecting Applications with Undesired Outcomes 

Prediction Method: 

We created binomial logistic models at different time intervals to detect undesired out-
comes, either UD1 or UD2. 
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Approach:  

Based on business requirements to score applications before the decision point and our 
observation that minimum time across all applications from process start to the decision 
point, i.e., ‘Payment Application – Application – decide’, is 180 days, we decided to 
use all the process related events that happen for the applications within the first 180 
days of process start. Also, since the process owners want to detect such applications 
as early as possible, we chose to build models to make predictions at different time 
intervals during the process life cycle. Specifically, we built three models: 

 On the day of the application start, or day 0 

 90 days from the start of the application 

 180 days from the start of the application  

Each of these models uses all the process related variables available to be used at the 
time of prediction. Accordingly, the model for day 0 prediction uses only application 
characteristics known at the time of application initiation. In ‘Model Training and Re-
sult’- section 6.1, we discuss how the information gain from day 0 to day 180, resulting 
from process related events, adds value to the model performance. 

To see the impact of data from previous years’ experience for the same applicant on 
current year predictions for the applications, we created two sets of models - one with 
data from previous and current year and the other without the data from the previous 
year. For our modeling exercise, we chose the applications which were initiated in 2016 
(14,552 applications) and created 6 different models, as described in Table 9 below: 

Table 9. Different types of models 

 

Feature Creation:  

The process owners have divided the application level attributes into “raw” and “de-
rived” attributes. They have mentioned that the derived attributes with suffix “0” belong 
to the “Application” subprocess and are available at the time of the decision [6]. It’s 
unclear to us as to when other derived attributes are recorded (and therefore available 
to be used for prediction) during the application lifecycle. Hence, we did not use the 
derived attributes from the current year that did not have a suffix “0” in developing 
prediction models.   

In the feature description below, the features for the current year have a prefix ‘CYD’, 
while features created using data from an applicant’s previous year’s application have 
a prefix ‘PYDI’. The data from the previous year’s application has been filtered to 
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include only the data available at the time of prediction. For instance, for the 90 day 
model, the data from the previous year has been filtered till the 90th day from the date 
of initiation of the current year application. 

Different features created using information available from current year and previous 
year’s application of an applicant, can be categorized as: 
 

1. Application related features: Raw and transformed features created using 
‘raw’ and ‘derived’ attributes of an application. We describe a few of these 
features in Table 10 below: 

Table 10. Some application related features 

 

2. Process features: Features capturing process information in the application 
lifecycle. Some of these features have been shown in Table 11 below: 

Table 11. Some process related features 

 

Model Training and Result:  

Following are the basic steps that we performed while building each of the six models: 

 We created datasets containing features till the appropriate day, i.e., 0, 90, or 180 
days. 

 The data was split into train and test in the ratio of 70:30, keeping consistent, the 
application ids in train and test for each dataset. 

 We performed the necessary data processing steps such as outlier treatment, miss-
ing value imputation, etc. 
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 We also performed various iterations for variable reduction using correlation and 
VIF [10], which checks for multicollinearity among the predictors. This was fol-
lowed by stepwise regression for selecting significant variables.  

We compared the different models using AUC (area under the ROC curve [11]) and 
decile-wise precision and recall. As can be seen in Fig. 10 below, the model perfor-
mance is consistent across the train and the test datasets for each of the different models.  
 

 
Fig. 10. AUC comparison for all models 

   

   (a) Models with no data from prior year    (b) Models with data from prior year 

Fig. 11. Decile-wise precision and recall of different models1 

Comparison of Models Across Scoring Days:  

We observe that both the types of models, i.e., with and without previous year data 
included see an improvement in model performance (refer Fig. 10, Fig. 11 (a) and Fig. 
11 (b)) as we go from day 0 to day 180. While the improvement in AUC is minimal, 
the prediction performance, as shown by precision and recall across deciles, show a 
                                                           
1  Precision and recall is shown only for test data as the performance on the train data is similar 

Precision and Recall in-
creases from 51% and 
41% (Model 4) to 58% 
and 46% (Model 6) 
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marked improvement as we predict later in the process lifecycle. For example, Model 
3 - day 180 model without prior year’s data - performs better than Model 1 - day 0 
model with no data from prior year. 

Model 1 is basically characterized by four variables (refer Table 12): 
1. Number of parcels: The more the number of parcels, higher the chances of the 

application meeting an undesired outcome. 
2. Amount applied 0: Higher the Amount applied 0 - the initial amount applied 

for in an application - and Amount applied 0 per unit area, lower the chances 
of the application meeting an undesired outcome. 

3. Case department: The case department being ‘d4’ or ‘4e’ adds to the probabil-
ity of an application meeting an undesired outcome. 

4. Application initiation month: The applications initiated in the month of May 
are more prone to having an undesired outcome than the others. 

Table 12. Model 1 – Final model features  

 

As we predict later in the life-cycle, process related variables also appear as important 
predictors. For example, in the 180 day model with no previous year data (Model 3), 
process related features, such as count and flag of activities at various levels, and per-
centage of successful activities in an application, appear significant (refer Table 13). 
The percentage of successful activities (Feature #7, Table 13) having a negative esti-
mate indicates that applications with positive movement forward in the process are less 
likely to see occurrence of undesired outcomes. 

Table 13. Model 3 – Process related features  

 

Comparison of Models With and Without Previous Year Data:  

The addition of previous years’ data provides better predictive capability to our models, 
as we see a 6 percentage points increase (refer Fig. 10) in model AUC from 76% in 
Model 1 (day 0 model without previous year information) to 82% in Model 4 (day 0 
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model with previous year information). We see that, revoking decision in previous year 
application for an applicant (Feature #9, Table 14) results in higher chances for the 
current year application to meet an undesired outcome. In addition, the derived attrib-
utes from previous year application namely, penalty amount 0, penalties AUVP and B2 
(Features #3, #6 and #7, Table 14) are significant predictors in Model 4. However, 
interpreting the importance of each significant variable in the model requires a thorough 
business understanding. For example, understanding the difference between B2 penalty 
and other ‘B’ group penalties would help us explain the importance of B2 penalty in 
predicting undesired outcomes.  

Table 14. Model 4 – Final model features 

 

Conclusion 

We see that undesired outcomes can be predicted with good certainty as early as when 
an application is submitted. The quality of prediction improves substantially when we 
include data from prior year and as we go forward in the process lifecycle (i.e. Day 180 
model performs better than Day 90 and so on). Such prediction can be used to develop 
targeted interventions early in the application lifecycle to reduce effort, and to improve 
timely performance. One can also imagine such changes creating a better customer ex-
perience for the farmers for whom these payments are an important source of liveli-
hood.  

Challenges and Future Scope of Work 

Apart from the limitations highlighted in section 5, we also faced challenges while cre-
ating process related features for predictive modeling. Incomplete data understanding, 
for example - not knowing when the derived variables are recorded in an application 
lifecycle, prevented us from creating additional features that would have otherwise im-
proved model performance. For instance, process feature like ‘Number of penalties’ for 
an application till the day the model is scored would provide important additional in-
formation about the application, which cannot be computed currently. 

Although the current solution scores applications only at three time intervals, as a next 
step, one can build models at shorter time intervals, with inputs from business, and 
optimize for the relevant parameter. One can also use more advanced machine learning 
algorithms such as Recurrent Neural Network that can use the sequence of activities to 
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predict an outcome or to predict the most likely next work-step for an application. Such 
predictions can help plan work better and deliver a better customer experience. 

6.2 Q2: Prediction of Penalties 

Problem Statement 

Every year a certain number of applications are selected for inspection - either ran-
domly, manually or based on a risk assessment. As a result, applications might receive 
one or more penalties, some of which are considered severe. The process owners want 
the participants to draw a sample of size ~5% with a better recall in selecting applica-
tions with severe penalties. 

They also want us to assess, statistically, whether the current year’s risk assessment of 
an application is independent of the applicant’s previous year application.  

Approach 

To answer this question, we performed the following steps: 

 Quantify the incidence of severe penalties: We identified all the applications with 
severe penalties across years 

 Understand the current inspection process and outcomes 
 Decide the methodology to be used for predictive modeling: Identify the statistical 

techniques to be used, define the train and test populations, establish the time to 
make the prediction, and identify the predictors to be used in the model  

 Build and compare the performance of different predictive models 
 Understand relationship of current year’s risk assessment with previous year infor-

mation 
 Suggest a way of selecting 5% applications for inspection 

Incidence of Severe Penalties 

An application is considered to have a severe penalty if it has one or more of the pen-
alties mentioned in Table 6. Table 15 below shows the incidence of severe penalties by 
year of application. 

Table 15. Year-wise distribution of applications with severe penalties 

 

Current Inspection Process and Outcomes 

Not all the applications with severe penalties have gone through an inspection. We do 
not completely understand the process behind identifying such applications, so we de-
cided not to include non-inspected applications in our model development process.  
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Table 16. Year-wise distribution of inspected applications with severe penalties 

 

Predictive Modeling- Detecting Applications with Severe Penalties 

Population Selection: 

 We used the applications of 2016 to train our models, primarily so that we can 
establish the impact of previous year’s information on current year’s risk assess-
ment and so that we can perform an out-of-time validation on 2017 applications. 

 We only used applications that were inspected (based on any of the selection cri-
teria: random, manual or risk assessment) in 2016 to build our models because 
we consistently observe a difference in the event rate for applications that were 
inspected versus those that were not, across the years (refer Table 17), which es-
sentially means that we do not capture all the applications, from the non-inspected 
pool, that would have gotten a severe penalty had they been inspected. 

Table 17. Distribution of applications with severe penalties by year and inspection criteria 

 

Model Selection: 

 To establish the impact of previous year information on current year’s risk assess-
ment, we built two binomial logistic models – one that includes information from 
previous year and the other without information from the previous year. The im-
pact, in general, can be quantified in two ways, i.e., if: 

1. Features created using previous year information comes out to be signifi-
cant in the model 

2. Performance of the model that includes information from previous year is 
better than that of the model without previous year information 

 Also, inspection of applications begins after a certain date every year. Hence, we 
used all the process related information available till this date to train and score 
the applications. 
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Feature Creation:  

We used similar methodology to create application level features as mentioned in “Fea-
ture Creation” of Section 6.1. “CYD” and “PYDI” prefixes are used for current and 
previous year’s features respectively. 

Further, process features were created only till one day prior to the day on which in-
spections start each year [3]. For example, to calculate process features such as 
“CYD_Payment Application count” on 2016 data, activities corresponding to “Pay-
ment Application” were counted only until 28th June 2016, i.e., one day prior to 29th, 
June 2016, the date on which inspections began in 2016. 
 
Data Preparation and Model Building 

We followed the same methodology as mentioned in “Model Training and Results” of 
section 6.1 for data preparation step of both the models, i.e., models with and without 
information from the previous year. 

Next, we split the data randomly into train and test in the ratio 80:20 and performed 
several iterations, including VIF [10] and stepwise reduction, on the train data to get to 
the most significant variables of each model. Given below is the list of statistically 
significant variables for the train data of model that includes information from the pre-
vious year. 

Table 18. Significant variables in the model with previous year information 

 

We can see from the table above that out of the five most significant variables, three 
(Feature #2, #4 and #6, Table 18) are from the previous year information of the appli-
cant. Hence, it seems that application characteristics of previous year do impact current 
year’s risk assessment. Apart from previous year information, current year’s process 
features also seem to impact an application’s risk assessment. For example, if no activ-
ities related to Geo Parcel doctype occur until the scoring day (Feature #5, Table 18), 
the probability of an application to have a severe penalty increases. 

Further, in the model without previous year variables, a mix of application (Feature #1, 
#2, Table 19) and process related (Feature #3, #4, Table 19) features came out as sig-
nificant predictors. 
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Table 19. Significant variables in the model without previous year information 

 

Validation: 

Model with information from previous year: We validated our model output on the 
test data, i.e., 20% data of 2016 (in-time) as well as on the inspected applications of 
2017 (out-time). We calculated the decile-wise recall and precision of the model to 
quantify its performance. Given below (refer Fig. 12 (a)) is the cumulative gains chart 
for train, in-time and out-time validation. 

We can observe that more than 50% and 60% events are captured in the first decile of 
the train and in-time data respectively. However, we observe a drop in performance on 
the out-time validation with only 20% events being captured in the first decile. Also, 
the AUC for train and in-time data is consistent at 77% while it drops to 58% for out-
time data. The fact that the model performs great on in-time validation but fails to show 
a similar performance on out-time validation means that there must have been important 
process related changes that are influencing the outcomes of 2017 applications. Further 
inputs from the process owners would be required to refine the model and incorporate 
relevant process related features. 

 

 

(a) Model with previous year information               (b) Model without previous year information 

Fig 12. Cumulative gains chart  

Model without information from previous year: We also validated the performance 
of the model without previous year information on the in-time as well as on the out-
time data. The cumulative gains chart corresponding to the train, in-time and the out-
time data for the same is provided in Fig. 12 (b). 
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We can see that only ~31% events are captured in the first decile of the in-time data 
compared to 62% for the model with previous year information. Also, the AUC for this 
model on in-time data is 71% compared to 77% for the other model with previous year 
information. Hence, we can conclude that information from previous year seems to im-
pact the risk assessment of current year’s application. 

Conclusion 

 Our model built on inspected applications and using prior year information 
captures more than 50% of the events using only 10% of the applications. This 
allows us to recommend using this model to select 5% applications for inspec-
tion in the upcoming year. However, we cannot conclusively say that we 
would achieve a similar performance because of differences in the population 
on which the model is trained (inspected applications only) and the population 
which would be scored (all applications). 

 To overcome this shortcoming, we recommend that process owners design a 
controlled experiment selecting applications for inspection using the proposed 
model as well as the current risk based method. They should also continue to 
select applications for inspection randomly. 

 Insights from the above experiment would allow us to assess the performance 
of the proposed model on the overall population, and to further refine the 
model, making it more robust. 

 
Challenges and Future Scope of Work 

In addition to the data and process related challenges mentioned in “Challenges and 
Future Scope of Work” of section 6.1, there was an ambiguity in the selection method 
of an application for inspection, which made it difficult to select relevant population 
for modeling. For example, an application could have been selected randomly as well 
as on the basis of risk assessment. Also, an applicant may be selected for inspection for 
another type of application (other than direct payments) and then a joint inspection may 
be done for the different applications of that applicant [9], but we had no information 
in the data to separate the inspections carried out only for direct payments. 
Also, additional information about the meaning of different penalties and how they 
work would help us to further refine our predictors, thereby improving model’s perfor-
mance. 

6.3 Q3: Difference in Process Across Departments 

Problem Statement 

It might be so that the departments have implemented their processes differently. The 
business would like to characterize these differences across departments, if any, and 
would also be interested to see whether there is a relation between the way a department 
executes its process and the problems described in questions 1 (undesired outcomes, 
refer section 6.1) and 2 (severe penalties, refer section 6.2). 
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Introduction 

In the dataset provided, there are a total of four different departments. In section 4.2, 
we have already shown the distribution of applications across departments and years. 
It is observed that every department processes the same proportion of applications every 
year. But within a given year, the number of applications that are processed by different 
departments vary. In particular, department ‘d4’ processes substantially fewer applica-
tions than the other departments. 

Approach 

For this question, we analyzed the data across departments, but separately for each year. 
We did so because some of the document types have changed / been replaced across 
years, and as we will see in section 6.4, the process has changed (drifted) across years 
as well.  

We used a three-step framework for our analysis, as described below:  
a) Characterize process and establish differences: We did some baseline analysis 

to study the process execution by different departments. We also defined and stud-
ied some process characterization metrics to quantify process differences.  

b) Analyze application characteristics: We sought to analyze whether the differ-
ences identified in the baseline analysis were a result of the differences in the na-
ture of applications processed by different departments or not. 

c) Outcome characterization: We further identified the correlation between process 
outcomes and the differences in process characterization metrics using some im-
portant KPIs. We also sought to answer if there is indeed a relation between the 
different processes and the problems described in the first two questions.   

Characterize Process and Establish Differences 

To compare processes across different departments, we defined and analyzed some im-
portant process execution related metrics, as described below: 

Number of Events per Application:  

As mentioned in section 4.3, the applications for 2017 are not yet complete. Hence, we 
refrained ourselves from including the 2017 applications in this analysis. For 2015 and 
2016, we observe that department ‘d4’ consistently differs in the frequency of events, 
and the mix of events across document types, among all the departments (refer Fig. 13). 

 

 

Fig. 13. Distribution of events per application across departments year-by-year 
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Also, ‘d4’ applications have more ‘Payment application’ related events in both the 
years. In 2016, we see ‘d4’ taking the most number of events for ‘Inspection’ as well 
(refer Fig. 14).  

 

 

Fig. 14. Mix of events per application across document types and departments year-by-year 

Distribution of Applications by Resources Across Department and Year:  

We again found differences in process execution across departments in terms of re-
source utilization. Department ‘4e’ is found to use fewer resources than the others (refer 
Fig. 15). 

 

Fig. 15. Distribution of applications by resources across departments year-by-year 

Analyze Application Characteristics 

The metrics used to assess the characteristics of applications across departments are as 
described below: 

Area and Parcel Information per Application:  

Departments ‘d4’ and ‘6b’ have higher average area per application and area per parcel. 
Also, ‘4e’ has the lowest values for these metrics (refer Table 20). This correlates with 
‘d4’ having highest number of events and ‘4e’ utilizing least resources, as shown in the 
previous section. 
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Table 20. Distribution of average number of parcels / area per application / area per parcel 
across departments and years 

 

Percentage of Applications with Small/Young Farmer: 

We observe that there is no significant difference in the percentage of such applications 
across departments and years (refer Table 21). 

Table 21. Distribution of percentage of small / young farmer applications across departments 
and years 

  

From this analysis, we conclude that only some of the application metrics such as av-
erage area per application and average area per parcel seem to be correlated with the 
differences in the process characterization metrics such as number of events and re-
source utilized, while others do not. Hence, definitive conclusions on root causes for 
these differences can only be drawn based on additional data about applications and 
about the business rules that drive the process. 

Outcome Characterization 

To study how process outcome is correlated to the differences in process characteriza-
tion metrics, we analyzed the following: 

Throughput Time: 

Department ‘d4’ in general takes more time than others to process the applications (re-
fer Fig. 16). This is most evident for 2015, where it takes 565 days on average and is 
also somewhat observable for 2016. This seems correlated to the analysis done previ-
ously where ‘d4’ was observed to have more events than the other departments. 

 

Fig. 16. Distribution of applications by throughput time (in days) across departments by year 
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Time to Decision: 

Interestingly, ‘d4’ was the fastest in taking decisions regarding its applications in 2015 
(refer Table 22), but it took the most amount of time on average to completely process 
them.  

Table 22. Distribution of the average time (in days) to finalize decision across departments and 
years 

 

Relation with Undesired Outcomes and Severe Penalties: 

We found that not only process outcomes like throughput time, but also undesired out-
comes (Q1, section 6.1) and severe penalties (Q2, section 6.2) are correlated to the 
differences in process execution across departments. Department ‘d4’ is observed to 
have substantially high percentage of applications (40%) with undesired outcomes, as 
shown in Fig.17 (a) (correlated with high number of events). Department ‘4e’ is con-
sistently seen to have fewer applications with severe penalties as compared to other 
departments (Fig.17 (b)). This seems to be correlated with our analysis demonstrating 
fewer resources being utilized by ‘4e’. Additionally, departments ‘d4’ and ‘6b’ have 
higher severe penalties, which correlates to these departments having higher average 
area per application and area per parcel. 

 

 

(a)                                                                          (b) 

Fig. 17. (a) Percentage of applications that see undesired outcomes by departments across years 
as per Q1 (b) Percentage of applications that see severe penalties by departments across years as 
per Q2 

Process Flow Changes: 

It is now established that the process of ‘d4’, for instance, differs compared to other 
departments at least in terms of number of events, throughput time and undesired out-
comes. We analyzed these differences between the process execution of ‘d4’ and that 
of other departments using the conformance checking feature available in Myinvenio 
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[7]. We performed this exercise for 2015 because the difference in 2015 is most prom-
inent. A process model made using all the 1,920 applications for ‘d4’ in 2015 was com-
pared against the reference model having 12,820 applications for all the other depart-
ments in that year. 

Table 23. Process flow differences in ‘d4’ v/s other departments for 2015 

 

From the observations in Table 23, we infer that ‘d4’ is probably conducting its checks 
more diligently than the other departments. Higher frequency per application for all 
these relations means more rigorous checking being done regarding the validity of an 
applicant’s parcels information (Reference alignment) and thus a need to summarize 
and record these more frequently (Control summary and Department control parcels). 
We also observe that in 2015, ‘d4’ inspected 9.14% of its applications whereas the 
overall inspection rate in 2015 was 7.1%.  

Conclusion 

We established differences in process execution characteristics across departments. 
Furthermore, these differences seem to be correlated to some of the application charac-
teristics such as average area per application and area per parcel. Also, it is observed 
that these differences are correlated with process outcomes (throughput time), unde-
sired outcomes (Q1) and severe penalties (Q2). 

Future Scope of Work 

For future, we recommend doing further analyses to try and pin-point the exact changes 
in the process flow, with inputs from the process owners, across departments which 
may be leading to a high event rate for undesired outcomes and severe penalties. This 
analysis can also be performed at the most granular activity level, i.e., the concatenation 
of three fields (Document type, Sub process, and Activity), as mentioned in section 3.1.  

6.4 Q4: Differences in Process Across Years (Concept Drift) 

Problem Statement  

The process should be similar each but there might be some differences in process im-
plementation across years. The business would like to characterize these differences 
across years, if any, in terms of ‘Concept Drift’. 



28 

Introduction to Concept Drift 

Any real-life process undergoes some changes over a period of time. Sometimes the 
changes are mandatory, like regulation or policy changes, and sometimes they can 
simply be a seasonal effect or a result of different people handling the same process. 
Due to this, a process at the beginning of the recorded period may not be the same as 
the process at the end. In process mining, this change during the lifecycle of a process 
is referred to as ‘Concept Drift’.  

Approach 

For the scope of the analysis, we have limited ourselves to identifying instances of 
‘Sudden Drift’ [8] in terms of ‘Control Flow’ changes in the data. 

We have followed a three-step approach to answer the question, as explained below:  

a) Identify points of change: We identified if there are changes in the process exe-
cution across years. We further determined the exact change points. 

b) Identify the changes: We discovered the nature of the changes and the changes 
themselves. 

c) Quantify the impact on process: We further studied the impact of the aforemen-
tioned changes on the process by defining some important KPIs. 

Identification of the Points of Change 

For the purpose of identifying the control flow changes in the process across years, we 
selected a feature, J-measure. For detailed mathematical description of the feature and 
the methodology used, one can refer to the research paper provided in the reference 
section [8].  

Results 

To implement our methodology using J-measure, we employed the concept drift plugin 
in ProM. The graphs of the p-values for the univariate KS test, used to check whether 
two univariate samples belong to the same distribution, were obtained as a result. We 
implemented this methodology on the dataset that is mentioned in section 3.1 which is 
at document type level only. We further filtered this dataset to have 14,500 applications 
from each year in order to homogenize the data quantum across years. The population 
size was taken to be 1,000 for comparison. Fig. 18(a) clearly shows a dip in the p-value 
when the applications transition from one year to another (at indices 14,500 and 
29,000). 
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Fig. 18. (a) Average significance probability (over all activity pairs) of KS-test on J-measure 
with original nomenclature (b) Average significance probability (over all activity pairs) of KS-
test on J-measure with changed nomenclature 

 
To understand whether this observed dip in p-value is due to a mere nomenclature 
change of the document types across years or is there an actual control flow change in 
the execution of the process as well, we homogenized the document nomenclature ac-
cording to the nomenclature of 2017, as mentioned in section 3.1, and repeated the same 
process with the same parameters. From Fig. 18(b), it is evident that there is still a dip 
in p-value at indices 14,500 and 29,000, showing it is more than just the nomenclature 
of the documents that has changed over the years. Though, the intensity of the dip has 
decreased, as expected, since there is no more a difference in the names of the docu-
ments, but just the way they are executed. 

 
Identification of the Changes 

Next, we identified these changes causing the drift using the conformance checking 
feature present in the process mining tool Myinvenio. We used the same data as used 
in the section above to identify the process differences across years.  

2016 vs 2015 

 Since the frequency of activities corresponding to ‘Entitlement application’ is sig-
nificantly high in 2015 [1], ‘Department control parcel’ which was followed by 
‘Entitlement application’ and then by ‘Payment application’ in 2015 is now di-
rectly followed by ‘Payment application’ in 2016 (refer Fig. 19). 

 In 2015, applications go from ‘Parcel document’ to ‘Control summary’ and then 
come back to ‘Parcel document’, and then finally go to ‘Reference alignment’. In 
2016 therefore, it is expected to see a ‘Geo parcel’ to ‘Control summary’ relation, 
followed again by ‘Geo parcel’. This however, is not the scenario leading to control 
flow changes where ‘Control summary’ is followed directly by ‘Reference align-
ment’ in most of the applications and not by ‘Geo-parcel’ document. We think that 
this difference can be attributed to the way the two documents, ‘Parcel document’ 
and ‘Geo-parcel’ are executed. 

(a) (b) 
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 ‘Department control parcels’ to ‘Reference alignment’ is an instance of backward 
flow. We say this because ‘Department control parcel’ contains the results of all 
the validity checks of parcels, and hence must be executed only after the checks 
are done (‘Reference alignment’). These backward flows may lead to more rework 
in the applications.  
 

 

Fig. 19. Comparison of processes for 2015 and 2016 

2017 vs 2016 

 In 2016, reference checks were done (‘Reference alignment’) and were then rec-
orded (‘Department Control parcels’). In 2017 however, after reference checks, the 
‘Payment application’ is initialized, and then the checks are recorded (now in ‘Geo-
parcel’ document). This creates a process flow ‘Reference alignment’ followed by 
‘Payment application’ followed by ‘Geo parcel’ document (refer Fig. 20). 

 Since ‘Department control parcels’ has been merged with ‘Geo parcel’ document, 
the applications that go from ‘Department control parcels’ to ‘Payment applica-
tion’ in 2016, now go from ‘Geo parcel’ document to ‘Payment application’ in 
2017.  

 ‘Payment application’ should ideally come after the checks regarding the parcel 
validity (‘Reference alignment’). But we see that for 2016, around 3,000 applica-
tions go back from ‘Payment application’ to ‘Reference alignment’. We think that 
these connections depict backward flow in the process and increase rework. 

 Like 2015, in 2017 as well, we see a ‘Geo parcel’ – ‘Control summary’ – ‘Geo 
parcel’ loop followed by ‘Reference alignment’. This was not present in 2016 due 
to which applications directly flow from ‘Geo parcel’ to ‘Control summary’ to 
‘Reference alignment’.   
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Fig. 20. Comparison of processes for 2016 and 2017 

Quantification of the Impact on the Process 

To assess the impact of these differences, we defined some process characterization 
metrics which are discussed below in detail. For this analysis, we trimmed the applica-
tions from Process Start to the first occurrence of the event ‘Payment application-Ap-
plication-decide’, i.e., the time taken from application start to the first decision point. 
We did so to ensure a like to like comparison since, as mentioned earlier, the applica-
tions of 2015 have evolved for a longer time compared to the applications of 2016 and 
2017 (refer section 4.3).  

Distribution of Applications by Number of Events per Application from Start to First 
Decide Across Years 

It can be seen that the number of events increases as we move ahead in the timeline 
(Fig.21 (a)). We also observe that the main contributors to this increase of events are 
the documents ‘Geo parcel’ document and ‘Inspection’ (Fig.21 (b)). 
 

 
       (a)                                                             (b) 

Fig. 21. (a) Distribution of applications by events per application from start to decide across 
years (b) Distribution of events per application across document types from start to decide 
across years 

Distribution of Applications by Resources Across Years from Start to Decide 

Even though applications take more events to reach decision in 2017, they utilize fewer 
resources in decision making (refer Fig.22).  
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Fig. 22.  Distribution of applications by resources from start to decide across years 

Distribution of Throughput Time from Start to First Decide Across Years 

The decision-making process is seen to be the fastest in 2015 and takes most time in 
2017 (refer Fig. 23 (a)). The main contributors in this delay in 2017 are the document 
types ‘Geo parcel’ and ‘Payment application’ (refer Fig.23 (b)). 

 

(a)                                                                        (b) 
Fig. 23. (a)  Distribution of applications by throughput time from start to decide across years (b) 
Mix of throughput time across document types for applications from start to decide across years 

 
Additionally, we see that the time between decision (‘Payment application-Applica-
tion-decide’) to the beginning of payments (‘Payment application-Application-begin 
payment’) is least in 2017 and most in 2015 (refer Fig. 24). This value has decreased 
67% in two years. Hence, the delay in taking a decision in 2017 is partially compensated 
by taking lesser time from the decision to the payment step.  
 

 
(a) 2015            (b)  2016         (c)  2017  

Fig. 24.  Distribution of applications by throughput time from decide to payment across years 
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Conclusion 

We have shown the existence of concept drift across years using ProM, i.e., there indeed 
are changes in process flow across years. We further identified what these changes ex-
actly are in terms of control flow, and probable reasons for the same. The impact that 
these differences have on the process has also been quantified using important metrics. 
We see that as we move ahead in timeline, effort and time taken to reach the decision 
stage in the process increases. But at the same time, the resources utilized for the same 
decreases.  

Future Scope of Work 

Since we limited ourselves to identification of ‘Sudden’ concept drift in terms of ‘Con-
trol flow’ only, much more can be done to analyze the process from various other per-
spectives and other types of concept drifts in the future. Further, the analysis can be 
carried out at a more granular activity level, concatenation of three fields as mentioned 
in section 3.1. This would give us more insight as to where the process exactly drifts 
across years. 
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